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PATTERN RECOGNITION APPARATUS FOR
CREATING MULTIPLE SYSTEMS AND
COMBINING THE MULTIPLE SYSTEMS TO
IMPROVE RECOGNITION PERFORMANCE
AND PATTERN RECOGNITION METHOD

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a pattern recognition appa-
ratus and a pattern recognition method for speech recognition
and character recognition, for example.

2. Description of the Related Art

Hereinafter, description is made using speech recognition
as an example, but the description also relates to the other
types of recognition. In the last 10 years, performance of
speech recognition has significantly improved. One of the
biggest factors is that the method of training an acoustic
model has shifted from maximum likelihood (ML) to dis-
criminative training. This approach aims at improving the
performance by referring to correct labels with a single sys-
tem.

In contrast, approaches based on system integration (for
example, recognizer output voting error reduction: ROVER)
aim at improving the performance by using multiple systems.

To be specific, the approaches can obtain a better hypoth-
esis among hypotheses of a base system and complementary
systems based on a majority rule. As a result, even if perfor-
mance of the complementary systems is lower than that of the
base system, higher performance can be obtained than in the
case where only the base system is used.

Meanwhile, there has been known a technology in which,
when there are multiple models, for the purpose of reinforc-
ing a certain specific model, training data to be used to train
the model is efficiently selected (see, for example, Japanese
Patent Application Laid-open No. 2012-108429). This tech-
nology is related to the present invention in that an utterance
having a low recognition rate is selected by using recognition
results for the multiple models including the specific model
and the specific model is updated and trained by using the
selected utterances with the corresponding correct labels.
However, this technology is focused on selecting the training
data and is also different in configuration of the training
system.

There has also been known a technology in which weights
for speech feature statistics of correct labels and speech fea-
ture statistics of error hypotheses are determined. These
weights are used to compensate the speech feature statistics
of correct labels and error hypothesis, which can be used to
compute additional speech feature statistics for each dis-
criminative criterion (e.g., minimum classification error,
maximum mutual information, or minimum phone error), to
thereby update an acoustic model (see, for example, Japanese
Patent Application Laid-open No. 2010-164780). This tech-
nology is partially related to the present invention in that the
single acoustic model is updated, but provides no description
on the multiple models.

There has also been known a technology in which multiple
models are constructed to be optimized for each environment
(see, for example, Japanese Patent Application Laid-open No.
2010-204175). As opposed to the present invention, this tech-
nology does not construct a combination of systems so as to
improve performance, and is also different in configuration of
the training system.

Further, there has been known a technology in which a
statistic model is constructed for every N training data set and
a statistic model that gives the highest recognition rate is
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selected (see, for example, Japanese Patent Application Laid-
open No. 2010-152751). As opposed to the present invention,
this technology does not construct multiple systems simulta-
neously.

In system integration, it is efficient to integrate hypotheses
having different tendencies, and in order to construct a
complementary system having a different output tendency,
different features and model training methods are used. How-
ever, when the hypothesis of the complementary system
exhibits a tendency similar to that of a base system or includes
too many errors, the system integration does not always
improve performance.

In order to address this problem, conventionally, it has
often been the case that a number of systems are created and
several best combinations of the multiple system outputs are
determined in terms of the performance of a development set.
With such trial-and-error attempts, the systems are overtuned
to a specific task and robustness against unknown data is
reduced. Therefore, it is desired that the complementary sys-
tem be constructed based on some theoretical training crite-
ria.

SUMMARY OF THE INVENTION

The present invention has been made to solve the above-
mentioned problem, and therefore has an object to provide a
pattern recognition apparatus and a pattern recognition
method capable of improving recognition performance when
multiple systems are combined.

According to one embodiment of the present invention,
there is provided a pattern recognition apparatus for creating
multiple systems and combining the multiple systems to
improve recognition performance, including a discriminative
training unit for constructing a second or subsequent system
where the model parameters are trained so as to output a
different tendency from the output tendency of the previ-
ously-constructed model.

Further, according to one embodiment of the present inven-
tion, there is provided a pattern recognition method to be used
in a pattern recognition apparatus for creating multiple sys-
tems and combining the multiple systems to improve recog-
nition performance, the pattern recognition method including
a discriminative training step for constructing a second or
subsequent system, where the model parameters are trained
s0 as to output a different tendency from the output tendency
of the previously-constructed model.

The pattern recognition apparatus and the pattern recogni-
tion method according to the embodiments of the present
invention, create multiple systems and combine the multiple
systems to improve recognition performance, and include the
discriminative training unit (step) for constructing a second or
subsequent system, where the model parameters are trained
s0 as to output a different tendency from the output tendency
of the previously-constructed model.

As a result, recognition performance can be improved
when the multiple systems are combined.

BRIEF DESCRIPTION OF THE DRAWINGS

In the accompanying drawings:

FIG. 1 is a block configuration diagram illustrating a con-
figuration of integration of multiple systems according to a
conventional method;

FIG. 2 is a block configuration diagram illustrating a con-
figuration of model update according to the conventional
method;
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FIG. 3 is a block configuration diagram illustrating an
entire system according to the conventional method;

FIG. 4 is a block configuration diagram illustrating a con-
figuration of model update in a pattern recognition apparatus
according to a first embodiment of the present invention;

FIG. 5 is a block configuration diagram illustrating a con-
figuration of model update for speech recognition in the pat-
tern recognition apparatus according to the first embodiment
of the present invention;

FIG. 6 is a block configuration diagram illustrating a con-
figuration of construction of a complementary system based
on recognition rate maximization of an integration result in a
pattern recognition apparatus according to a third embodi-
ment of the present invention;

FIG. 7 is a block configuration diagram illustrating a con-
figuration of a reranking method according to the conven-
tional method;

FIG. 8 is a block configuration diagram illustrating a con-
figuration of model update using a reranking method in a
pattern recognition apparatus according to a fourth embodi-
ment of the present invention;

FIG. 9 is a block configuration diagram illustrating a con-
figuration of model update for speech recognition in the pat-
tern recognition apparatus according to the fourth embodi-
ment of the present invention;

FIG. 10 is a block configuration diagram illustrating a
configuration of a feature transformation method according
to the conventional method; and

FIG. 11 is a block configuration diagram illustrating a
configuration of model update using a feature transformation
method in a pattern recognition apparatus according to a fifth
embodiment of the present invention.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Now, a pattern recognition apparatus and a pattern recog-
nition method according to exemplary embodiments of the
present invention are described with reference to the draw-
ings, in which the same or corresponding parts are denoted by
the same reference symbols for description.

First Embodiment

Construction method of a complementary system based on
discriminative criteria

First, a configuration of integration of multiple systems
according to a conventional method is illustrated in FIG. 1. In
FIG. 1, decoding units 3 (first decoding unit 3A and second
decoding unit 3B) obtain symbol strings 5 (first symbol string
5A and second symbol string 5B) from a feature vector 1 by
checking against models 4 (first model 4A and second model
4B). A combination of two systems is described here, but any
number of two or more systems can be used.

The symbol strings 5 (first symbol string 5A and second
symbol string 5B) obtained by the multiple decoding units 3
are integrated by a result integration unit 2 to obtain a symbol
string 6. At this time, a result integration method such as the
above-mentioned ROVER can be utilized.

A problem with this method is that, in training the models
4, because the symbol strings 5 do not have mutually different
tendencies, it is difficult to find an optimal combination.
Moreover, in order to find the optimal combination, a large
number of systems need to be created and trials and errors are
made, and further, when the number of systems is increased,
the number of combinations is increased significantly, with
the result that the trials and errors become very time consum-
ing.
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As described above, the conventional method has the prob-
lem in that the systems have not been constructed with the
assumption that recognition results thereof should have
mutually different tendencies. In order to improve recogni-
tion performance in system integration, the following two
points are required.

Condition 1: Output tendencies of the systems are mutually
different (this is because combination effects are small when
the systems give similar hypotheses).

Condition 2: The systems individually have a similar level
of recognition performance (the systems to be combined do
not include one having too low recognition performance).

Inorderto satisfy those conditions, in a first embodiment of
the present invention, the systems are constructed sequen-
tially. To be specific, a system is first constructed by a general
method, and the next system is constructed so as to have a
different output tendency by adjusting model parameters
while considering an output tendency of the system that is
constructed first, and not to have too low recognition perfor-
mance by referring to correct labels in a discriminative train-
ing framework.

Next, a configuration of model update according to the
conventional method is illustrated in FIG. 2. In FIG. 2, in
updating a model, a discriminative training unit 7 is used
instead of the result integration unit 2 illustrated in FIG. 1 to
update the model parameters from the feature vectors based
on correct labels 8 by the discriminative training. An entire
system in which FIGS. 1 and 2 are combined according to the
conventional method is illustrated in FIG. 3.

This model can be updated in advance, but the parameters
of'this model can be updated on-line from a log of the symbol
strings 6, which are the recognition results, with ones having
the highest likelihood or reliability being treated as the correct
labels 8. In other words, the correct labels 8 can be replaced by
the symbol strings 6.

In the conventional method, the model 4 is updated based
on the output symbol string 5 of one model by the discrimi-
native training unit 7. In contrast, in the first embodiment of
the present invention, model update is executed with a con-
figuration illustrated in FIG. 4.

The configuration of the model update according to the first
embodiment of the present invention, which is illustrated in
FIG. 4, is different from FIG. 2 in that, in the discriminative
training unit 7, the model update is executed while referring to
the output of the other system (in this example, first symbol
string 5A). Note that, the following embodiments omit fig-
ures of the model update by the conventional method, but
each of the following embodiments and the conventional
method are different in whether or not the symbol string of the
other system is referred to.

In FIG. 4, the first model 4A is trained as usual by a
maximum likelihood estimation method or a discriminative
training method referring to the correct labels 8. At this time,
model parameters of the second model 4B are updated refer-
ring to the second symbol string 5B and the correct labels 8
while also taking the first symbol string 5A into consider-
ation, with the result that the second model 4B having a
different output tendency from that of the first model 4A can
be constructed.

In the general discriminative training, in order to improve
the recognition performance, the model parameters are
updated so as to compensate for the difference between sta-
tistics based on the aligned correct labels 8 and statistics
based on the recognition results of the base model.

In contrast, in the first embodiment of the present inven-
tion, the model parameters are updated so as to compensate
for the difference between the statistics based on the aligned
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correct labels 8 and the statistics based on the recognition
results of the base model, the difference between the statistics
based on the aligned correct labels 8 and statistics based on
the aligned first symbol string 5A, and a sum of the differ-
ences.

In this manner, the model parameters are updated so that
the output hypotheses departs from the first symbol string 5A,
and the above-mentioned condition 1 is satisfied. Also at this
time, the correct labels 8 are included as a reference to avoid
a reduction in performance of the second model 4B, and the
above-mentioned condition 2 is satisfied.

Now, a specific description is given by taking as an
example the discriminative training of an acoustic model in
speech recognition. First, an objective function F forupdating
the parameters of an acoustic model in maximization of
mutual information is expressed as Equation (1) below.

Palsr %) palal s, ) prisy) M

A) =1 =
P =t o = S e ps)

In Equation (1), A represents an acoustic model parameter,
and x, represents a feature vector string of the t-th frame.
Moreover, a product of an acoustic model likelihood p,
(scalex)and a language model likelihood p; is represented by
P,. We omit the product over t in the acoustic model likeli-
hood for simplicity, and the summation over s is performed
for all possible symbol string in this sense. Note that, the
acoustic model likelihood is conditioned by strings H_,.and H,
of'a hidden Markov model (HMM). Moreover, a correct label
is represented by s,, and a symbol string is represented by s.

If a Gaussian mixture model (GMM) is used as the emis-
sion probability of the HMM in the acoustic model, a specific
update expression for an average ' and a variance X' of the
model parameters is expressed by Equation (2) below.

Z A s Xt + Dl @
; _ t
Hin YA +Djm
t
Z A XX+ D (S + U
t
%)= ~u,

2 A jms + D
t

In Equation (2), Gaussian mean and covariance parameters
of'an original model are represented by p and Z, respectively.
Moreover, a state index of the HMM is represented by j, and
an index of the Gaussian mixture component is represented
by m.

In addition, in Bquation (2), A, is yjm,t"“’”—yjm,tde”,
andy,,, /" and yjm,tde” are posterior probabilities of the mix-
ture component m in HMM state j at the frame t are computed
from the numerator and the denominator of Equation (1),
respectively. D,,, is a parameter for adjusting the covariance
parameter so as not to be negative. Moreover, Ujm:p.pT and
U'jm:p.'p.'T , and T represents transposition.

Meanwhile, the specific algorithm executed by the dis-
criminative training unit 7 illustrated in FIG. 2 is expressed as
follows.
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Algorithm 1 Construct MMI or bMMI model

Input: ML model mdl, mimerator (s, aligned) lattice A, and
denominator lattice £ of Eq. (1) or (2)
fori=1toi,,do
Rescore Aand £ with mdl
Vi, and yjmytde" < posteriors of A and £, respectively
Tog & _,\{jmytden e
Yimd ijJden <positive and negative parts of y, .
mdl < Update 1, 2 by Eq. (3).
end for
Output: MMI or bMMI model (mdl)

In contrast, the discriminative training unit 7 illustrated in
FIG. 4 optimizes the second acoustic model 4B () so as to
maximize an objective function expressed by Equation (3)
with respect to Q base systems constructed by the above-
mentioned method. A specific configuration of model update
for the speech recognition is illustrated in FIG. 5.

®

P (Sr, %)

1+a 2
_ - L
25 Pals, xr))] Z

g=1

Pa (515 %) ]g
s Pa (s, X))

MI 1o the 1-best(qi base system)

Feldo) =1

Ml to the correct labels

Again, we omit the product over t in the acoustic model
likelihood for simplicity, and the summation over s is per-
formed for all possible symbol string in this sense. Equation
(3) shows that the training proceeds to make the output results
of'the complimentary systems depart from the output results
of the base systems by using the negative-signed mutual
information with the base systems in addition to the mutual
information with the correct labels, which is used in the
general discriminative training.

In Equation (3), o is a parameter for adjusting the weight.
As the value of a becomes larger, a more different output
tendency from that of the original systems is exhibited, but at
the same time, the output results depart from the correct ones
to reduce the recognition accuracy. Therefore, the value of o
needs to be adjusted. Moreover, s_ | is the 1-best result of the
g-th base system.

Moreover, variables shown in Equation (4) below are sub-
stituted into Equation (2) above to form a specific update
expression for the model parameters. For simplicity, the num-
ber of base systems is assumed here to be one. In Equation
@), yjm,tl represents a posterior probability given the mixture
component m in HMM state j at the frame t with respect to the
1-best of the base system.

1
Ajmy (1= 0‘)77:1”: - (Vi;ixnr + wyjm,r)a (&)
um wm
Jmt “ Jmt
1
Y jmz
l+a im
Y jrixnr
en )t den en
ﬂm,r “ ﬁﬂm,r = ij,rﬂm,r
Dy
Dy« —
Mt

The specific algorithm executed by the discriminative
training unit 7 illustrated in FIG. 4 is expressed as follows.
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Algorithm 2 Construct complementary system model

Input: ML model mdl, base system models mdl,, numerator
(s, aligned) lattice A4, and denominator lattice £ of Eq. (1)
or (2)
fori=1toi,do

Rescore-A and £ with mdl
Vi and y-mytde"cposteriors of A and £, respectively
"{jm,t= _ij,t T+ (1 + 0L)"{jm,tnum

forq=1toQdo

Rescore £ with mdl,
L <best path of£
Rescore £ with mdl
yjmytlc posterior of £,
@
Yim: < _Gyjm,r + Y jmi

end for
Yimi s yjmytde"<=positive and negative parts of y,,, ,
mdl< Update p, = by Eq. (3) with Eq. ().
end for
Output: Complementary system model (mdl)

As described above, in updating the models by the dis-
criminative training unit 7, the model 4 having a different
tendency from that of the original system can be constructed
by referring to the recognition results obtained by the original
system. At this time, the high recognition performance of the
newly created system can also be kept by referring also to the
correct labels 8.

The case of two systems has been described above as an
example, but the same holds true for three or more systems.
As with the formulation described above, the method in
which the output tendencies of the first model and the second
model are referred to in constructing the model 4, and the
method in which only the output tendency of the second
model is referred to in constructing the model 4 can be con-
templated.

As described above, the first embodiment is aimed at
improving the recognition performance by creating multiple
systems and combining the multiple systems, and includes
the discriminative training unit (step) in which, in creating the
second or subsequent system, the model parameters are con-
structed based on the output tendencies of the previously-
constructed models so as to be different from the output
tendencies of the previously-constructed models.

Therefore, when the multiple systems are combined, the
recognition performance can be improved.

Note that, the effects of the first embodiment of the present
invention can be obtained also in the following embodiments.

Second Embodiment

Reconstruction of the original system using the recognition
results obtained as a result of the model update

In the first embodiment described above, the second model
4B is updated using the first symbol string 5A of the base
system, but it can also be contemplated to re-update the first
model 4A by using the second model 4B obtained as a result
of the update.

As a specific method, the method of the first embodiment
described above can be used directly. When the model update
is iterated by this method, the output tendencies of the first
model and the second model depart from each other by itera-
tion by iteration. Therefore, after a sufficient number of itera-
tions, hypotheses having different tendencies can be obtained
from the two models.

Third Embodiment

Construction method of the complementary system based
on recognition rate maximization of an integration result
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In the first embodiment described above, the second model
4B is constructed so that the recognition results have a difter-
ent tendency from those of the first model 4A. In a third
embodiment of the present invention, the second model 4B is
constructed so as to maximize the recognition rate by further
using an integration result of the result integration unit 2.

In general, when training data is changed, the output ten-
dency is changed significantly. In the third embodiment of the
present invention, as in the first embodiment, the first model
4A is trained by a general method. In contrast, in training the
second model 4B, the training data is divided into several
pieces (for example, N pieces) by a training data dividing unit
(which is to be described later) to create the models.

A configuration of construction of the complementary sys-
tem based on the recognition rate maximization of the inte-
gration result according to the third embodiment of the
present invention is illustrated in FIG. 6. In FIG. 6, a training
data dividing unit 9 for dividing the training data, and a
training data selecting unit 10 for selecting appropriate train-
ing data referring to the correct labels 8 are provided.

The training data dividing unit 9 generates N models
(1=n=N). Further, of those pieces of training data, the training
data having the highest recognition rate is selected by the
training data selecting unit 10. Note that, the training data
selecting unit 10 may select up to M pieces of training data
having the highest recognition rates.

In this case, the second model 4B is re-trained based on the
selected training data to construct the model 4 having a dif-
ferent output tendency from that of the first model 4A by
means of the selection of the training data (the condition 1 is
satisfied), and at the same time, the recognition performance
of'the system can be secured (the condition 2 can be satisfied).

Fourth Embodiment

Combination with a Reranking Method

In the first embodiment described above, the case where
two or more decoding units 3 are provided has been
described, but even when only one decoding unit 3 is pro-
vided, the recognition results thereof can be used to output
multiple candidates.

For example, a reranking unit for reordering N-best result
lists can be used. A configuration of a reranking method
according to the conventional method is illustrated in FIG. 7.
In FIG. 7, as compared to the configuration illustrated in FIG.
2, reranking units 11 (first reranking unit 11A and second
reranking unit 11B) and models 12 (first model 12A and
second model 12B) are added. The N-best lists reordered by
the reranking units 11 are symbol strings 13 (first symbol
string 13A and second symbol string 13B).

In a fourth embodiment of the present invention, as illus-
trated in FIG. 8, the second model 12B is updated so that the
second reranking unit 11B can output a recognition result
(second symbol string 13B) that is as different as possible.

Here, as the reranking units 11, for example, there may be
used a discriminative language model (B. Roark, M. Saraclar,
M. Collins, and M. Johnson, “Discriminative language mod-
eling with conditional random fields and the perceptron algo-
rithm,” in Proc. ACL, 2004, pp. 47-54). A specific configura-
tion of model update for speech recognition is illustrated in
FIG. 9.

In the discriminative language model, in units of n-grams,
the model (language model) 12 of a weight vector w obtained
by subtracting the number of n-gram counts that appear in the
recognition results (symbol strings) 13 from the number of
n-gram counts that appear in the correct labels 8 is used to
reorder a first recognition result (first symbol string) 13A and
thereby obtain a better recognition result.
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To be specific, the dimension of the weight vector w is the
total number N of n-gram entries, and w(1), . . . , w(N) each

represent the number of corresponding n-gram counts that
appear in character strings. In general, the discriminative
training unit 7 counts w,, from the correct answers, and then
counts w, that appear in the recognition results. Then, the
weight vector w is expressed as w=w _-w,, and then scaled by
a factor, which is set by empirically by checking the perfor-
mance of a development set.

According to the fourth embodiment of the present inven-
tion, when the count of the first recognition result (first sym-
bol string) 13A is represented by w,, and the count of the
second recognition result (second symbol string) 13B is rep-
resented by w,,, the second language model 12B is repre-
sented by w,=w_-a,w,,—a,w,,. Note that, a, and a, are
weights, and when the first recognition result 13A and the
second recognition result 13B are placed the same level of
importance, a,=a,=0.5 holds.

Fifth Embodiment

Combination with a Feature Transformation Method

In the first embodiment described above, the symbol
strings 5 are obtained from the feature vector 1 by checking
against the models 4 in the decoding units 3, but when feature
transformation is performed before the decoding, the recog-
nition performance can be improved.

A configuration of a feature transformation method
according to the conventional method is illustrated in FIG. 10.
In FIG. 10, when feature transformation models 15 (first
feature transformation model 15A and second feature trans-
formation model 15B) are trained in advance, transformed
features 16 (first feature 16A and second feature 16B)
obtained by the feature transformation units 14 (first feature
transformation unit 14A and second feature transformation
unit 14B), can be used to obtain the symbol string 6.

In contrast, a configuration according to a fifth embodi-
ment of the present invention which introduces a framework
ofreferring to the original system to update the second feature
transformation model 15B is illustrated in FIG. 11. In FIG.
11, as in the first embodiment described above, the second
feature transformation model 15B for use in the second fea-
ture transformation unit 14B can be updated based on the
symbol strings 5, which are the recognition results, so that the
symbol strings 5 have mutually different tendencies.

Here also, in regards to the speech recognition, for
example, there can be used discriminative feature transfor-
mation (D. Povey, B. Kingsbury, [.. Mangu, G. Saon, H.
Soltau, and G. Zweig, “fMPE: Discriminatively trained fea-
tures for speech recognition” in Proc. ICASSP, 2005, pp.
961-964).

In the discriminative feature transformation, the feature
transformation models 15 (matrices M) are used to transform
afeature x and a high-dimensional feature h, which is derived
from x, into a feature y as expressed by Equation (5) below.

y=x+Mh %)

In Equation (5), M is determined so as to optimize Equa-
tion (6) below, which is obtained by differentiating the objec-
tive function F of Equation (1) with respect to M, where we
use y instead of x in Equation (1).

aF r (6)

aF _|9F
' Ity

3= | }[hl...hrf]
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At this time, as in the first embodiment described above,
the second feature transformation model 15B can be updated
by referring not only to the second symbol string 5B but also
to the first symbol string SA.

Note that, any of the first to fifth embodiments described
above can be combined. Further, in the first to fifth embodi-
ments described above, specific description has been made
taking the speech recognition as an example. However, the
present invention is not limited thereto, and a similar configu-
ration can be used also for character recognition by substitut-
ing the sound spectrum by an image feature and substituting
the models (for example, models 4A and 4B of FIGS. 3 and 4)
by an image model or a language model.

What is claimed is:

1. A pattern recognition apparatus that combines and con-
structs multiple systems to improve recognition performance,
comprising:

afirst system having a first model and a first decoder, which
outputs a recognition result of the first system, the rec-
ognition result of the first system having a first output
tendency;

a second system having a second model, a second decoder,
and a feature transformer, the feature transformer being
configured to transform a received feature vector, which
is input externally, based on the second model, which
has been trained in advance based on the recognition
result of the first system, and the feature transformer
transforms the feature vector to produce a transformed
feature vector that is decoded by the second decoder to
output a recognition result of the second system, the
recognition result of the second system having a second
output tendency;

a discriminative training unit that constructs model param-
eters of the second model in the second system based on
the first output tendency of the recognition result of the
first system so the second output tendency of the recog-
nition result of the second system is different from the
first output tendency of the recognition result of the first
system; and

a recognizing unit that recognizes a speech pattern or a
character pattern in the received feature vector based on
the recognition result of the first system and the recog-
nition result of the second system.

2. A pattern recognition apparatus according to claim 1,
wherein in updating the model parameters, the discriminative
training unit updates the model parameters based on an output
result of a base system.

3. A pattern recognition apparatus according to claim 1,
wherein in updating the model parameters, the discriminative
training unit updates the model parameters based on an output
result of a base system, updates the model parameters based
on an output result of a system that is obtained as a result of
the update, and iterates the updates.

4. A pattern recognition apparatus according to claim 1,
further comprising:

a training data dividing unit for dividing training data of a
model into multiple sets of training data to obtain mul-
tiple models for the second or subsequent system; and

a training data selecting unit for selecting, from among the
multiple models obtained by the division in the training
data dividing unit, one of training data having a highest
recognition rate and pieces of training data which rank
high in recognition rate,

wherein the discriminative training unit re-trains the model
based on the one of the training data and the pieces of
training data selected by the training data selecting unit.
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5. A pattern recognition apparatus according to claim 2,
further comprising:

a training data dividing unit for dividing training data of a
model into multiple sets of training data to obtain mul-
tiple models for the second or subsequent system; and

atraining data selecting unit for selecting, from among the
multiple models obtained by the division in the training
data dividing unit, one of training data having a highest
recognition rate and pieces of training data which rank
high in recognition rate,

wherein the discriminative training unit re-trains the model
based on the one of the training data and the pieces of
training data selected by the training data selecting unit.

6. A pattern recognition apparatus according to claim 3,
further comprising:

a training data dividing unit for dividing training data of a
model into multiple sets of training data to obtain mul-
tiple models for the second or subsequent system; and

atraining data selecting unit for selecting, from among the
multiple models obtained by the division in the training
data dividing unit, one of training data having a highest
recognition rate and pieces of training data which rank
high in recognition rate,

wherein the discriminative training unit re-trains the model
based on the one of the training data and the pieces of
training data selected by the training data selecting unit.

7. A pattern recognition apparatus according to claim 1,
further comprising a reranking unit for reordering, by using
multiple models having different output tendencies, N-best
result lists obtained after a feature vector, which is input
externally, is decoded by a decoding unit.

8. A pattern recognition apparatus according to claim 2,
further comprising a reranking unit for reordering, by using
multiple models having different output tendencies, N-best
result lists obtained after a feature vector, which is input
externally, is decoded by a decoding unit.

9. A pattern recognition apparatus according to claim 3,
further comprising a reranking unit for reordering, by using
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multiple models having different output tendencies, N-best
result lists obtained after a feature vector, which is input
externally, is decoded by a decoding unit.

10. The pattern recognition apparatus according to claim 1,
wherein the received feature vector includes a received sound
spectrum or a received image feature, and the first and second
models each include an image model or a language model.

11. A pattern recognition method to be used in a pattern
recognition apparatus that constructs and combines multiple
systems to improve recognition performance, the pattern rec-
ognition method comprising:

constructing a first system having a first model;

receiving a feature vector from an external source;

transforming and decoding the received feature vector

based on the first model to output a recognition result of
the first system, the recognition result of the first system
having a first output tendency;

constructing model parameters of a second model in a

second system based on the first output tendency of the
recognition result of the first system so a second output
tendency of a recognition result of the second system is
different from the first output tendency of the recogni-
tion result of the first system;

transforming the received feature vector based on the sec-

ond model, which has been trained in advance based on
the recognition result of the first system to produce a
transformed feature vector;

decoding the transformed feature vector to output the rec-

ognition result of the second system; and

recognizing a speech pattern or a character pattern in the

received feature vector based on the recognition result of
the first system and the recognition result of the second
system.

12. The pattern recognition method according to claim 11,
wherein the received feature vector includes a received sound
spectrum or a received image feature, and the first and second
models each include an image model or a language model.
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